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Abstract

We describe a model to estimate event rates of a non-homogeneous spatio-

temporal Poisson process. A Bayesian change point model is described to

detect changes in temporal rates. The model is used to estimate whether a

change in event rates occurred for a process at a given location, the time of

change, and the event rates before and after the change. To estimate spatially

varying rates, the space is divided into a grid and event rates are estimated

using the change point model at each grid point. The spatial smoothing

parameter for rate estimation is optimized using a likelihood comparison

approach. An example is provided for earthquake occurrence in Oklahoma,

where induced seismicity has caused a change in the frequency of earthquakes

in some parts of the state. Seismicity rates estimated using this model are

critical components for hazard assessment, which is used to estimate seismic

risk to structures. Additionally, the time of change in seismicity can be used

as a decision support tool by operators or regulators of activities that affect
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seismicity.

Keywords: change point method, Bayesian inference, induced seismicity,

spatio-temporal process

1. Introduction1

In this paper, we estimate the rates of a non-homogeneous spatio-temporal2

Poisson process. The rates vary spatially with the possibility of an indepen-3

dent temporal change at any point in space. We use a Bayesian estimation4

approach and describe a change point model to detect temporal changes. We5

describe a likelihood comparison methodology to estimate spatially-varying6

event rates using the change point model. The results from the model are re-7

gions of estimated change, times of change, and spatially varying event rates.8

The model is demonstrated through an application to induced seismicity in9

Oklahoma.10

Similar approaches for change detection have been used previously, for11

example, a Bayesian model was developed for Poisson processes to assess12

changes in intervals between coal-mining disasters [1]. A model was proposed13

to detect early changes in seismicity rates based on earthquake declustering14

and hypothesis testing [2]. While there is some precedence, the problem de-15

scribed in this paper is different than the previous ones because the event16

rates vary spatially in addition to the possibility of a temporal change. Esti-17

mation of these spatially varying rates requires an appropriate rate smoothing18

procedure, which is also described here.19

The motivation for this paper is the significant increase in seismicity that20

has been recently observed in the Central and Eastern US (CEUS) [3]. For21
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Figure 1: Cumulative number of earthquakes in four quadrants of Oklahoma with magni-

tude ≥ 3 from 1974 through Dec 31, 2015. The earthquakes post 2008 are shown in pink

on the map, and the size of the circles is proportional to the earthquake magnitude. We

have omitted the western panhandle of Oklahoma in this and all subsequent maps, since

no seismicity increase has been observed in this region, and to draw focus to the remainder

of the state.
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example in 2014 and 2015, more earthquakes were observed in Oklahoma22

than in California. There is a possibility that this increased seismicity is a23

result of underground wastewater injection [e.g., 3, 4, 5]. Seismicity generated24

as a result of human activities is referred to as induced or triggered seismicity.25

Figure 1 shows the cumulative number of earthquakes with magnitude ≥ 326

since 1974 for four quadrants of Oklahoma. There is a significant increase in27

seismicity rate starting around 2008, though the date and magnitude of rate28

increase varies among the different regions. Hence, the times of change and29

the seismicity rates need to be estimated individually for this spatio-temporal30

process.31

There is a need to understand and manage the induced seismicity hazard32

and risk [6, 7]. The increased seismicity due to anthropogenic processes af-33

fects the safety of buildings and infrastructure, especially since seismic load-34

ing has historically not been the predominant design force in most CEUS35

regions. This makes the seismicity rate a critical component for hazard as-36

sessment [8]. The work in this paper will aid in effective risk assessment37

through better future prediction of earthquakes in a local region using the38

estimated spatially-varying seismicity rates. These rates would aid in de-39

velopment of hazard maps, which are commonly used to estimate the seis-40

mic loading during the structural design process. Additionally, identifying41

changes in seismicity rates can be used as a decision support tool by stake-42

holders and regulators to monitor and manage the seismic impacts of human43

activities [2].44

The structure of the paper is divided into the description of the model and45

its application on induced seismicity. In section 2, we describe a Bayesian46
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change point model that is used to identify changes in event rates, and47

to estimate the event rates before and after the change. In section 3, we48

present a methodology to estimate event rates for a spatio-temporal non-49

homogeneous Poisson process. In section 4, we apply this methodology to50

estimate spatially-varying earthquake rates in Oklahoma. In section 5, we51

address some model limitations with examples from the application in Okla-52

homa.53

2. Bayesian model for change point detection54

In this section, we describe a Bayesian change point model to detect55

changes in event rates for a non-homogeneous Poisson process with one56

change point. We also describe the algorithmic implementation of the model.57

2.1. Model58

A Bayesian change point model to detect a change in event rates is de-59

scribed by [1] and [9]. This model uses time between events to detect a60

change in rates. Given a dataset of inter-event times, the Bayes factor [10] is61

calculated to indicate whether a change in event rates occurred. The Bayes62

factor is defined here as the ratio of the likelihood of a model with no change63

to the likelihood of a change point model, given the observed data.64

B01(t) =
L(H0 | t)
L(H1 | t)

(1)

where B01(t) is the Bayes factor, t is a vector of inter-event times, and H065

and H1 represent the models with no change and a change, respectively.66

L(H | t) defines the likelihood of model H given some observed data t. The67
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two models, H0 and H1, are described below and the final formulation of the68

equation to calculate the Bayes factor is given later in equation 21.69

Values smaller than one for the Bayes factor indicate that the model with70

change is favored over the model with no change. The threshold value of71

the Bayes factor that indicates strong preference for one or the other model72

can be selected based on the the required degree of confidence, but typically73

values less than 0.01 or larger than 100 are used to favor one or the other74

model. If a change is detected in the data, the time of change and event75

rates before and after the change are subsequently calculated.76

For a sequence of events in a non-homogeneous Poisson process with a77

single change, the unknown variables of interest are the time of change τ ,78

the event rate before the change λ1, and the event rate after the change λ2.79

λ(s) =

λ1, 0 ≤ s ≤ τ

λ2, τ < s ≤ T

(2)

where the observation period for events is defined as [0, T ]. Assume that the80

zeroth event in the event sequence occurs at time 0 and the nth event occurs81

at time T . The inter-event times are defined as82

t = {t1, t2, . . . , tn} s.t.
∑
i

ti = T (3)

where ti denotes the time between occurrences of the i − 1th and the ith83

events.84

Since the events follow a Poisson distribution with different rates before85

and after the change, the inter-event times are exponentially distributed and86

can be expressed as87

fXλ(s)(x) = λ(s)e−λ(s)x (4)
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where fX(x) denotes a probability distribution function of X, λ(s) is the88

parameter for the distribution (the event rate), and X is the random variable89

(the inter-event time).90

For the Bayesian framework, conjugate priors are defined for λj as gamma91

distributions with parameters kj and θj [11]. Then the prior probability92

distribution of the rates π(λj) is written as93

π(λj) ∝ λ
kj−1
j e−λj/θj (5)

where ∝ is the proportionality symbol.94

The time of change τ is assumed to be equally likely at any time during95

the observation period. Hence, its prior π(τ) is assumed to be uniformly96

distributed.97

π(τ) =
1

T
, 0 ≤ τ ≤ T (6)

The likelihood function L for the unknown parameters {τ, λ1, λ2} given98

the inter-event times t is written as the product of the probability distribu-99

tions for events following the Poisson distribution, and occurring before and100

after time τ .101

L(τ, λ1, λ2 | t) = λ
N(τ)
1 e−λ1 τλ

N(T )−N(τ)
2 e−λ2 (T−τ) (7)

where N(t) represents the number of events between [0, t]. Assume that the102

time of change τ , event rate before change λ1, and event rate after change103

λ2, are mutually independent. Then the posterior density π(τ, λ1, λ2 | t) for104

all the unknown parameters is calculated as105

π(τ, λ1, λ2 | t) ∝ L(τ, λ1, λ2 | t)π(λ1, λ2, τ)

= L(τ, λ1, λ2 | t)π(λ1)π(λ2)π(τ) (8)
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The marginal distributions for each of τ , λ1, and λ2 are obtained by106

integrating the above posterior density over the remaining two variables.107

The marginal posterior distribution of τ is calculated as108

π(τ | t) ∝
∫ ∞
0

∫ ∞
0

π(λ1, λ2, τ | t) dλ1 dλ2

= π(τ)

∫ ∞
0

(∫ ∞
0

λ
N(τ)+k1−1
1 e

−λ1
(
τ+ 1

θ1

)
dλ1

)
λ
N(T )−N(τ)+k2−1
2 e

−λ2
(
T−τ+ 1

θ2

)
dλ2

=
1

T
.

Γ(r1(τ))Γ(r2(τ))

S1(τ)r1(τ)S2(τ)r2(τ)
(9)

where Γ(x) is the gamma function, and109

r1(τ) = N(τ) + k1 S1(τ) = τ + 1
θ1

r2(τ) = N(T )−N(τ) + k2 S2(τ) = T − τ + 1
θ2

(10)

Equation 9 is written in log space for implementation of the algorithm,110

described in section 2.2.111

log π(τ | t) ∝ − log T + log (Γ(r1(τ))) + log (Γ(r2(τ)))

− r1(τ) log (S1(τ))− r2(τ) log (S2(τ)) (11)

Similarly, the marginal distribution of λ1 is calculated as shown below. A112

closed form solution for integration over τ does not exist. Hence, to evaluate113

the probability distribution, the time range is discretized over a uniform ∆t114

and summed over to approximate the marginal distribution.115

π(λ1 | t) ∝
∫ T

0

∫ ∞
0

π(λ1, λ2, τ | t) dλ2 dτ

=

∫ T

0

(∫ ∞
0

λ
r2(τ)−1
2 e−λ2S2(τ) dλ2

)
π(τ)λ

r1(τ)−1
1 e−λ1S1(τ) dτ

≈
T∑
τ=0

1

T
λ
r1(τ)−1
1 e−λ1S1(τ)Γ(r2(τ))S2(τ)r2(τ) (12)
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This equation is also converted to log domain for algorithmic implemen-116

tation.117

log π(λ1 | t) ∝ log

(
T∑
τ=0

ez1

)
(13)

where118

z1 = − log T + (r1(τ)− 1) log λ1 − λ1S1(τ) + log [Γ(r2(τ))] + r2(τ) log (S2(τ))

(14)

The marginal distribution of λ2 is calculated and approximated similarly119

as120

π(λ2 | t) ∝
T∑
τ=0

1

T
λ
r2(τ)−1
2 e−λ2 S2(τ)Γ(r1(τ))S1(τ)r1(τ) (15)

and121

log π(λ2 | t) ∝ log

(
T∑
τ=0

ez2

)
(16)

where122

z2 = − log T + (r2(τ)− 1) log λ2 − λ2S2(τ) + log [Γ(r1(τ))] + r1(τ) log (S1(τ))

(17)

We now describe the constant rate model. For a sequence of events in123

a homogeneous Poisson process with no change, the unknown variable of124

interest is the event rate λ0. Assume this event rate has a gamma distribution125

prior with parameters k0 and θ0, similar to the prior for parameters λ1 and126

λ2. Then the posterior distribution of the event rate π(λ0 | t) follows the127

gamma distribution with the following parameters [11]128

kposterior = k0 +N(T ) θposterior =
(

1
θ0

+ T
)−1

(18)
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With the above results, the Bayes factor can be calculated. The likelihood129

of the change point model, H1, given the observed events is obtained by130

integrating the posterior distribution given in equation 8 over τ , λ1, and λ2.131

L(H1 | t) =

∫ ∞
0

∫ ∞
0

∫ T

0

π(τ, λ1, λ2 | t) dτ dλ1 dλ2 (19)

The likelihood of a constant rate model H0 given the observed events is132

similarly obtained as133

L(H0 | t) ∝
∫ ∞
0

λ
k0+N(T )−1
0 e−λ0(1/θ0+T ) dλ0 (20)

Equations 19 and 20 each require a proportionality factor, and this factor134

is different for the two equations. Hence, in the calculation for the Bayes135

factor, we multiply the ratio of likelihoods with a constant term c(T ), to136

correctly convert the proportionality in the likelihood calculations. When137

π(τ) = 1/T , and k1 = k2, c(T ) can be computed by equating the Bayes138

factor to 1 for a boundary condition of a single event occurring half-way139

through the observation period [1]. If the value of parameters for the gamma140

conjugate priors are kj = 0.5 and θj → ∞ for j = 0, 1, 2, then the Bayes141

factor can be written as [1]142

B01(t) =
4
√
πT−nΓ(n+ 1/2)∑T

τ=0 Γ(r1(τ))Γ(r2(τ))S1(τ)−r1(τ)S2(τ)−r2(τ)
(21)

2.2. Algorithm143

Since all the unknown variables in the model described above, {τ, λ1, λ2},144

are continuous, they are discretized for algorithmic implementation. Addi-145

tionally, the algorithm is susceptible to arithmetic overflow (i.e., the condition146

when a calculation produces a result that is greater in magnitude than which147
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can be represented in computer memory), for instance when computing Γ(x)148

for large x (e.g., Γ(200) = 3.94× 10372). To prevent overflow, the compu-149

tations are performed in the log domain and reverted back at the end. We150

represent in our algorithm, the largest finite floating-point number on a com-151

puter as REAL MAX (= 1.7977× 10308 on a 64-bit machine). Algorithms 1152

and 2 describe how to obtain the posterior densities of τ and λ, respectively.153

Algorithm 1 Estimating the distribution of τ using the change point model

1: Discretize τ uniformly into xi for i = 1, . . . , p over its domain [0, T ].

2: At each xi, calculate log probi = log(π(xi | t)), using equation 11.

3: To exponentiate the log probability, find the smallest scale such that∑
i e
log probi−scale ≤ REAL MAX. The scale ensures that the final result

can be represented in the computer memory.

4: Calculate probi = elog probi−scale.

5: Normalize pdfi =
probi∑

probi × (xi+1 − xi)
to obtain the probability density

function value at each xi.

154

3. Assessing spatially varying event rates with a change point155

In this section, we present a methodology to estimate spatially varying156

event rates using the model from the previous section. We also describe a157

likelihood comparison method based on the approach described by [12], to158

optimize the model’s spatial averaging parameter.159
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Algorithm 2 Estimating the distribution of λ using the change point model

1: Discretize the variable of interest, λ1 or λ2, into xi for i = 1, . . . , q over

its domain. Since the domain is [0,∞), select a large enough range such

that probability of observing a rate less than the smallest value, and

greater than the largest value, is negligible.

2: Discretize τ uniformly into τj for j = 1, . . . , p over its domain [0, T ].

3: At each xi, calculate zij for all j = 1, . . . , p, using equation 14, or equa-

tion 17.

4: At each xi, calculate sumi =
∑

j ezij−scalei using the smallest scalei such

that sumi ≤ REAL MAX. The scalei ensures that the final result can

be represented in the computer memory.

5: At each xi, calculate log probi = log(sumi), using equation 13, or equa-

tion 16.

6: Follow steps 3 through 5 in algorithm 1 to obtain the probability density

function value at each xi.
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3.1. Estimating event rates over a spatial grid160

Given a two dimensional space where discrete event sources cannot be161

identified, we divide the region into a uniform grid, and calculate event rates162

at each grid point (see figure 2). The spacing of the grid can be determined163

using prior knowledge about the physics of the process under consideration,164

or optimized using the approach described in section 3.2.165

At each grid point, the change point model of section 2 is implemented166

on the events observed in a circular region of radius r around the grid point.167

For the events observed in this circular region, the inter-event times are168

calculated to be used as input for the model. If a change is not detected169

using the Bayes factor for the sequence of events, then the event rate at the170

grid point is estimated using the no-change model. If a change is detected,171

then the post-change rate is used as the current event rate. This estimated172

rate is divided by πr2 to compute the event rate per unit area. Based on173

the properties of the event process and the application of the rates, the post-174

change rate can be selected as the posterior mean, mode or median of the175

posterior distribution, or the complete distribution can be selected.176

The size of the circular region affects the smoothing of the spatially-177

varying rates. As shown in figure 2, if the radius r of the circular region178

is too small compared to the grid size, then some observed events in the179

space will not be considered in estimating the event rates. When r is large,180

there will be some events that will be included more than once in the rate181

calculations due to overlapping circular regions at adjacent grid points. It182

is not possible to weigh the events according to distance, since the above183

change point analysis uses inter-event times between events. However, this184
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Figure 2: a) A two-dimensional space divided into a uniform grid, showing grid points

and grid cells, and b) circular regions of different sizes showing the influence of radius r

on rate smoothing.
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multi-counting of events does not artificially increase the event rates over the185

entire space since the rates estimated at the grid points are normalized to a186

rate per unit area, and are only applicable over the corresponding grid cells.187

A larger value of r increases the number of common events between adjacent188

grid points, and thus has the effect of smoothing the estimated rates. The189

desired smoothing of the event rates is difficult to determine a priori, so we190

use a likelihood comparison methodology described below to select r.191

3.2. Optimizing the parameters of the model192

In this section, we determine the radius r described above by maximizing193

the likelihood of the model associated with observing future events, for vary-194

ing r. We use a modified version of the likelihood comparison methodology195

described by [12].196

We first formulate the likelihood of the model. Let there be m grid197

cells, each associated with a grid point (a grid cell is the rectangle formed198

by midpoints of grid intersections associated with a grid point, as shown in199

figure 2). Let the event rate per unit area per unit time at grid point i be200

represented by λi for i = 1, . . . ,m. Let Cf be some future catalog of events201

with a catalog duration tf . Let the number of events observed in the future202

catalog within grid cell i be ni. Let the area of grid cell i be given by ai.203

Then using the fact that events belong to a Poisson process, the likelihood204

Li of the model for grid cell i associated with events ni is computed as -205

Li =
(λiaitf )

nie−λiaitf

ni!
(22)

The likelihood over the entire space L is calculated by multiplying the206
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likelihood for all m grid cells.207

L =
m∏
i=1

Li =
m∏
i=1

(λiaitf )
nie−λiaitf

ni!
(23)

We compute the log-likelihood ` by taking the log.208

` =
m∑
i=1

ni log(λiaitf )− tf
m∑
i=1

λiai + cf (24)

where cf = −
∑

i log ni! is a constant term which depends on the future209

catalog, but not on the event rates. This term can be disregarded when210

comparing the log-likelihoods of two models for the same future catalog.211

If there are two different models, M1 and M2 with corresponding log-212

likelihoods `1 and `2 respectively, they are compared by calculating the prob-213

ability gain G12 per event. If G12 > 1, it implies that M1 has a higher likeli-214

hood associated with the events in Cf , and that M1 is a better estimator of215

events the larger the gain is.216

G12 = exp

(
`1 − `2∑

i ni

)
(25)

This probability gain calculation is similar to that of [12], except that217

we do not normalize the event rates in a grid cell with the total number of218

events in the future catalog. Normalization of event rates is useful when ex-219

amining the spatial distribution of events, and assuming that the cumulative220

event rate remains constant over time. When implementing the change point221

analysis however, we expect that event rates may change for some regions in222

the space. Hence, our calculations omit the normalization step.223

The likelihood comparison approach will be used for comparison of models224

with different radii of the circular region. However, this approach is versatile225
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and can be used to compare the performance of any two models that estimate226

rates over a spatial grid, for a given future catalog.227

4. Application in Oklahoma228

In this section, we implement the above calculations to detect and quan-229

tify changes in seismicity rates in Oklahoma due to induced seismicity. We230

first consider a single location, then apply the model throughout the state,231

and finally optimize the spatial smoothing parameter.232

We use the Oklahoma Geological Survey earthquake catalog, for magni-233

tudes M ≥ 3 earthquakes from January 01, 1974 to December 31, 2015 [13].234

Earthquakes are typically assumed to behave as a Poisson process when an235

earthquake catalog is declustered [e.g., 14, 15]. We decluster the catalog using236

the Reasenberg approach described by [16], using parameters developed for237

California since these parameters have not been determined for Oklahoma.238

The minimum magnitude for catalog completeness is set to magnitude 3.239

The original catalog contains 1708 M ≥ 3 events, and 1051 mainshocks re-240

main after declustering. We note that there has not been a conclusive study241

identifying the best declustering methodology to use for regions of induced242

seismicity. Since declustering is done independently of the model imple-243

mentation, other declustering techniques like Gardner-Knopoff [14] may be244

utilized while maintaining the model framework described in this paper.245

4.1. Application at a single location246

We first implement the Bayesian change point analysis described in Sec-247

tion 2 for a site at 96.7◦ W and 35.6◦ N. We consider a circular region of radius248
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Figure 3: The non-declustered (full) and declustered catalogs of events within 25 km of

96.7◦ W and 35.6◦ N. The white circle on the inset marks the circular region on the map of

Oklahoma. There were no observed earthquakes from 1974 to 2009, hence the date range

has been shortened.

r = 25 km around this site. The radius size is optimized later. The earth-249

quakes observed in this region since 1974 are shown in figure 3. This region250

includes the largest recently recorded earthquake in Oklahoma of magnitude251

5.6 at Prague on November 06, 2011. From the figure, it is visually apparent252

that a change in seismicity rate occurred around 2009, but we would like to253

identify this change using our model.254

We first determine whether the inter-event times between earthquakes255

support a change point model. We use the following hyper-parameter values256

for the priors: kj = 0.5 and θj → ∞ for j = 0, 1, 2. For our application,257

we reduce the Bayes factor threshold to a value of less than 1 × 10−3 to re-258
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quire a strong preference for the change model before inferring that a change259

occurred. This is done for numerical stability, and to minimize accidental260

change detection when running multiple analyses at different grid points. A261

Bayes factor of 7× 10−32 is computed for this data, suggesting strongly that262

a change point model better describes the data than a constant rate model.263

The posterior distributions for the time of change τ , and the rates before264

the change λ1 and after the change λ2 are then computed. Figure 4 shows a265

high probability density that a change in seismicity rates occurred between266

December 20, 2008 and February 24, 2010 with the highest density on June267

13, 2009. This matches the expected range for time of change from a visual268

inspection. Figure 5 shows the posterior distributions of seismicity rates be-269

fore and after the change. The maximum a posteriori (MAP) estimators of270

the distributions indicate that the post-change seismicity rate is about 300271

times the pre-change rate. We also observe a narrower probability distribu-272

tion for the post-change rate due to the occurrence of more earthquakes, and273

hence more data, after 2009.274

One advantage of a Bayesian model is that it provides posterior prob-275

ability distributions for the parameters, like the time of change τ and rate276

λ2, as shown in figures 4 and 5. These distributions can be utilized in risk277

estimation to account for uncertainties in parameter estimates.278

4.2. Spatially varying seismicity rates279

We now apply the model over the entire state to identify those regions280

where seismicity rates have changed, and to estimate the current seismicity281

rates.282

United States Geological Survey (USGS) divides a region with unmapped283
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seismic faults into a 0.1◦ latitude by 0.1◦ longitude grid (approximately 10 km284

by 10 km) to estimate the rate at each grid point for their hazard maps285

generation [17], and for developing smoothed seismicity models for induced286

earthquakes [8]. We use the same uniform grid. At each grid point, we287

use the earthquakes observed within a circular region of radius r = 25 km to288

estimate the seismicity rate at that grid point. The choice of a circular region289

is made so that the earthquakes considered in the change point model are290

within the same maximum distance from a grid point, however, the model291

can be implemented on any arbitrary shape. If the earthquakes support the292

change point model, we compute the MAP estimators for the time of change293

τ and the post-change rate λ2. Otherwise, we compute the MAP estimator294

for the constant rate model λ0. We designate this rate as the current rate of295

seismicity at the grid point.296

Figures 6 and 7 show the MAP estimators for time of change in the state,297

and the current seismicity rate, respectively. For clarity, only the regions298

with rates greater than 0.001 earthquakes per year per km2 are shown in299

figure 7.300

The regions of seismicity change generally agree with regions identified301

by others as having anomalously high earthquake activity [18], and the dates302

of change agree with other general observations of a statewide seismicity303

increase in 2009 [19, 2].304

4.3. Model optimization305

The model optimization approach described in section 3.2 uses future306

events to select the model with the maximum likelihood. To simulate future307

events, we extract two mutually exclusive subsets from the earthquake cata-308
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log, estimate the rates for a model on one subset, and calculate the likelihood309

of this model given the events in the other subset. The former subset is called310

the training catalog, and the latter the test catalog. This is similar to the311

cross-validation approach used to develop machine learning models [20].312

The training catalog consists of observations from 1974 up to a varying313

end date. Observed earthquakes in the training catalog are used to estimate314

the seismicity rates, and then these rates are used to make predictions of315

seismicity in the next 0.5 year or 1 year. Hence, our test catalogs contain the316

earthquake observations over 0.5 year or 1 year duration following the end317

of each training catalog.318

The probability gain per event, described in equation 25, is computed319

with `2 corresponding to a reference uniform rate model that estimates equal320

seismicity rates at all grid points in the state by dividing the observed num-321

ber of earthquakes in the training catalog by the number of grid points. This322

reference model is compared to the Bayesian change point models with dif-323

ferent radii r of the circular region. The model with radius that yields the324

highest probability gain for the events in the test catalog is selected as the325

optimum model.326

The probability gains G12 for 0.5 year and 1 year test catalogs for several327

choices of r and training catalog are shown in figures 8 and 9, respectively. It328

is observed that for most r and for all the recent test catalogs, the G12 values329

are larger than 1, indicating that the likelihood of the Bayesian models is330

higher than the uniform rate models for their respective test catalogs.331

The highest probability gain (G12) is typically observed for a radius r of332

25 km to 35 km across all training catalogs. The highest probability gains333
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across all catalogs are obtained for the two longest training catalogs. This334

indicates that a radius of the circular region in the range of 25 km to 35 km is335

best suited for this application of estimating spatially-varying seismicity rates336

using the Bayesian change point model for induced seismicity in Oklahoma.337

As a result, our previous analysis using a radius of 25 km corresponds to a338

model that is expected to be effective in predicting future earthquakes. This339

optimal radius may vary in other regions of induced seismicity. The optimal340

radius is 25 km to 35 km in this case due to the 0.1◦ by 0.1◦ grid size, and341

likely due to the uncertainty in earthquake locations resulting from limited342

seismic recordings.343

Comparing the probability gains per earthquake (G12) of figure 8 with344

figure 9, the gain is generally higher for the 0.5 year test catalogs, than for the345

1 year test catalogs. Hence, the model indicates better future predictions of346

earthquakes over shorter timespans, as expected for a dynamic phenomenon347

like this.348

5. Model limitations349

We discuss here two limitations associated with the model described in350

previous sections.351

5.1. Choice of priors352

The choice of hyper-parameters for the prior distribution affects the re-353

sults obtained from a Bayesian model. However, we expect that significantly354

different pre-change and post-change rates will limit the impacts of the choice355

of hyper-parameters on the posterior distributions. Data-rich regions are also356
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expected to be less impacted by the choice of priors since the posterior dis-357

tributions are controlled to a greater extent by the data as the sample size358

increases [11]. The hyper-parameter values selected in this paper simulate359

an infinite variance prior distribution or an uninformative prior, where the360

user imposes no prior beliefs about the process [11]. We study the impacts of361

alternate parameter choices below through application on Oklahoma data.362

We first utilize the previous example of a single location described in363

section 4.1 to analyze the impact of choices on our priors. Figure 10 shows364

the MAP estimators with 95% credible intervals for the time of change and365

the rates for different prior values.366

We observe from the figure that different hyper-parameter values yield367

slightly different posterior distributions. For the time of change τ , the pos-368

terior distributions have little variation. This is because of the significant369

change in seismicity rates around mid 2009. The credible intervals for the370

pre-change rate λ1 are generally large. This is because no events are ob-371

served before 2009 in our data. Hence, the posterior distribution of λ1 has372

large variance and is more sensitive to the choice of the prior distribution.373

When this is contrasted with the data-rich post-change rate λ2, it is observed374

that the confidence intervals and the MAP estimators show little variation375

with different prior values.376

We also compare the previous statewide results with results obtained377

when using hyper-parameters kj = 0.05, θj = 0.1, in figures 11 and 12.378

The results are in good agreement, with differences at the boundaries of379

regions with change, and in regions of low post-change rates. The bound-380

aries are impacted because fewer earthquakes are observed in these regions.381
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The regions of low post-change rates are impacted because the pre-change382

and post-change rates are similar to each other.383

Based on the comparisons, we observe that different choices of prior dis-384

tributions affect posteriors, but there is limited impact in data-rich locations.385

Due to a large increase in seismicity rates at many locations, and many earth-386

quakes being observed in the post-change periods, there is little impact from387

choice of hyper-parameters on the posterior distributions for this application388

on the parameters of interest, τ and λ2.389

5.2. Assumption of a single change390

The other limitation of the change point model is that it assumes a single391

change in the rate of events (equation 2). A multiple change point anal-392

ysis is possible using Gibbs sampling [21], which we do not describe here.393

However, every change point adds two independent parameters to the model394

(additional time of change, and rate), which can introduce overfitting, and395

requires more data to reduce the variance of the posterior distributions for396

uninformative priors. One possible approximation to the multiple change397

point analysis is to sequentially bisect the catalog at the maximum a poste-398

riori (MAP) estimator of the previous change point, until the Bayes factor399

indicates a support for a no change model on all the branches. This process400

of sequential bisection is not the same as a complete multiple change point401

analysis since each subsequent branch is conditioned on the location of the402

previous change point. However, this method could serve as a rudimentary403

check to determine whether the process should be instead modeled with a404

multiple-change point model.405

As an example, we evaluate whether a multiple change point model might406
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be better applicable to the same single location from section 4.1. We use the407

method of sequential bisection at the MAP estimator of change point τ . Here,408

the Bayes factor for the post-change branch is 9.1 × 10−2. The pre-change409

branch has no events, hence has no observable change. Since both branches410

have Bayes factors larger than our selected threshold of 1 × 10−3, we state411

that a single change point model is an acceptable model for this example.412

6. Conclusions413

We presented a Bayesian change point methodology to detect a change in414

event rates for a non-homogeneous Poisson process, and evaluated spatially-415

varying event rates for this process. The Bayesian methodology enables us416

to develop probability distributions for the time of change, and for the event417

rates before and after the change.418

We evaluated the spatially varying event rates for a process by dividing419

the space into a grid and evaluating the rate at each grid point. Rates420

were evaluated based on the events observed in a circular region of radius r421

around each point. We also presented a likelihood comparison methodology422

to optimize the radius r for best future predictions of event probabilities.423

We demonstrated the application of the Bayesian change point method-424

ology on the spatially varying earthquake rates associated with induced seis-425

micity in Oklahoma. We optimized the radius r and concluded that a radius426

between 25 and 35 km yields the highest probability of observing future427

earthquakes in Oklahoma.428

The model implementation in Oklahoma identified the regions in the state429

where seismicity rates have changed. We also estimated the current seismic-430
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ity rates using the model. Our results were in general agreement with other431

studies on time of seismicity change [19, 2], and regions of seismicity change432

[18]. The current seismicity rates can be used to make short-term future433

predictions of earthquakes in the state. We observed that there is better pre-434

diction over the next 0.5 year duration compared to the next 1 year duration.435

In a future publication, we will compare the performance of our model for436

future earthquake predictions with other rate estimation models, using the437

Collaboratory for the Study of Earthquake Predictability (CSEP) tests [22].438

The occurrence of seismicity change combined with estimated seismicity439

rates can serve as a risk mitigation tool for operations that affect seismicity,440

for example, to prepare prioritization plans for infrastructure inspections [23].441

This information can be used in seismic hazard and risk assessments for the442

region [24].443

One of the possible extensions to this model for its application on induced444

seismicity could be the combination of the Bayesian change point method-445

ology with an earthquake catalog declustering approach like the epidemic446

type aftershock sequence (ETAS) model [25]. Combining the declustering447

model with the change point model would allow estimation of declustering448

parameters, in addition to seismicity rates, for the local conditions. In this449

paper, the earthquake catalog declustering was done independently of the450

change point model implementation. This allowed for the development of451

numerical algorithms to solve the change point model. Solving the combined452

declustering and change point model would require random state generation453

algorithms like Markov Chain Monte Carlo (MCMC) methods.454

The Bayesian change point model presented here, along with the method-455
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ology to assess spatially varying event rates, is a versatile model that can be456

used to estimate current event rates for any spatially varying non-homogeneous457

Poisson process. Change point models have been used to study DNA se-458

quence segmentation [26], species extinction [27], financial markets [28], and459

software reliability [29]. Some of the other applications where this spatio-460

temporal change point model can be used are assessing spread of diseases,461

and identifying changes in climate patterns. This model enables stakeholders462

to make real-time decisions about the impact of changes in event rates.463

7. Resources464

Earthquake catalog declustering is performed using the code by [30]. Mat-465

lab source code to perform change point calculations for Oklahoma is avail-466

able at https://github.com/abhineetgupta/BayesianChangePoint.467
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