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Abstract 

During the months after an earthquake, government and humanitarian agencies scramble to collect 
information on the scale of its impact to make crucial decisions that shape the trajectory of that region's 
recovery, including how to allocate funding from domestic sources and international donors.  In this study, 
we develop a model that can be used to rapidly estimate the spatial distribution of a novel metric of impact—
persistent recovery need—using geospatial data that would be readily available in most countries. 

As opposed to vulnerability or resilience indicators based solely on theory and demographics, the persistent 
recovery need metric also recognizes specific household obstacles to reaching recovery based on empirical 
evidence. We conducted a household survey (N=815) four years after the 2015 Nepal earthquake throughout 
the 11 most-affected districts outside of Kathmandu Valley. The goal of this survey was to assess several 
social, economic, and geographic characteristics that lead to differential recovery outcomes, such as housing 
reconstruction. Through this survey, we were able to identify household obstacles to recovery and therefore 
identify sub-factors that shape different household recovery trajectories. 

We use these identified sub-factors to inform the data inputs into our spatial model of the persistent recovery 
need metric. The data we use are either readily available or can be developed from censuses, regular 
longitudinal surveys, remote sensing, and other geospatial data. The combination of these publicly available 
sources of data allows for high resolution and spatially distributed estimates that can be developed for most 
data-limited countries. 

Our developed model to estimate the spatial distribution of persistent recovery need can supplement 
traditional impact estimates based on building damage alone. This metric would allow stakeholders to 
address a significant source of inequity in current post-disaster recovery decisions by supporting those 
vulnerable households that experienced the highest relative—rather than absolute—loss. 

Keywords: Disaster Impact; Recovery; Vulnerability; Machine learning; Geographic Information Systems 

1. Introduction 

Some view post-disaster recovery as a catalyst for positive change—in fact, the entire rhetoric for building 
back better is that in the aftermath of a disaster, affected communities can theoretically become more 
resilient by rebuilding stronger, equitably, or otherwise aligned with community values [1]. Unfortunately, a 
disaster and the policies put in place afterward can also deepen existing inequities during the recovery phase 
and beyond[2], [3]. Two equally impacted households could recover at entirely different rates and to 
different standards because one household benefits from societal factors—such as prior saved assets or 
greater market accessibility—that put them at an advantage over the other [4], [5] 

Post-disaster recovery decisions by the government and multilateral agencies have the potential to 
reduce these inequities[2], [6]. Early-on—concurrent with the response phase—stakeholders make policies 
that influence individual decisions households make on how they will proceed with reconstruction, shaping 
the entire trajectory of recovery for the affected region. For example, after many major disasters, the national 
government leads a Post Disaster Needs Assessment (PDNA), which determines the amount of external 
funding received and frames the recovery plans for years to come. This process has guided and provided 
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resources for numerous disaster recoveries since its inception in 2005, including the 2010 Haiti earthquake, 
2015 Nepal earthquake, and most recently at the time of this writing, the 2019 Mozambique Cyclone [7]–[9]. 
Even when PDNA’s are not initiated, like after the 2010 earthquake in Chile, national governments must 
make early decisions on the eligibility requirements for households to receive aid from internal funds [10]. 

Stakeholders base these early recovery decisions on information about the scale of impact to 
estimate the total requirements for recovery. Typically, in the cases like the ones described above, disaster 
impact is equated with damage to buildings and infrastructure—the number and locations of damaged or 
collapsed buildings and its associated costs. However, housing recovery depends on much more than just 
building damage—it depends on factors on the local economy or the social fabric, among others. An 
overemphasis on damage-induced losses in decisions like the PDNA leads to housing recovery programs that 
focus solely on replacing the building stock rather than meeting the holistic needs of the community [6]. 

In this study, we develop a method to rapidly map a supplementary metric to building damage, 
termed, Persistent Recovery Need (PRN), which represents those factors that put households at more 
disadvantage when it comes to recovery. To develop the PRN metric, we conducted a household survey four 
years after the 2015 Nepal earthquake to assess several recovery outcomes and social, economic, and 
geographic obstacles to that recovery. We then define the PRN metric by empirically relating recovery to 
spatial proxies for these obstacles, which differs from existing indicators in terms of both methodology and 
data [11], [12]. In this study, we demonstrate the development of the PRN metric using housing 
reconstruction as a specific example of a recovery outcome in this framework. 

The PRN metric can be used in conjunction with rapid metrics on building damage (e.g. PAGER, or 
the DPM) to provide a more holistic view of impact [13], [14]. The coupling of rapid maps of damage and 
rapid maps of need can inform recovery programs that are becoming increasingly focused on holistic needs, 
rather than solely on physical losses [6]. 

2. Defining need and its relation to resilience 

Persistent Recovery Need is modified from and inversely related to resilience. While resilience in the 
hazards and vulnerability literature is often broadly defined to encompass the ability to both minimize and 
recover from an impact [15], here we examine Persistent Recovery Need as the inability to recover, given 
that a household has experienced a known impact.  

In this paper, we demonstrate the development of the PRN metric and mapping its spatial distribution by 
looking at physical reconstruction at the household level. A household that cannot reconstruct to pre-event 
quality is less resilient, and therefore has greater persistent need. The relationship between resilience and 
PRN for housing condition is shown in Figure 1, highlighting different levels of reconstruction progress t 
years after the disaster. In this example, we develop the PRN metric for those who have been impacted, 
considering only those households that have experienced equal and high damage and require reconstruction, 
based on findings from our survey results described in Section 3. 



17th World Conference on Earthquake Engineering, 17WCEE 

Sendai, Japan - September 13th to 18th 2020 

  

3 

 

Figure 1. The relationship between need and resilience in recovery. Given a certain level of damage, a 
household that cannot recover, has low resilience and, therefore, greatest need.  

Persistent Recovery Need is a composite of the multiple factors that are obstacles to recovery—what 
keeps a household in the curve in Figure 1c as opposed to that in Figure 1a? In the case of household 
reconstruction, these influencing factors could include physical obstacles like the sourcing of construction 
material, but also include social factors such as social capital, economic factors like prior savings, political 
factors like involvement in decision-making, and geographic factors like market access. Similar to previous 
frameworks for resilience, some of these factors overlap with those that influence both resilience and 
vulnerability [11]. The degree of influence of these obstacles on recovery may be a global relationship or be 
locally-specific. For example, lower institutional preparation and disaster planning is likely to lead to lower 
recovery [16]. Certain factors, like demographics (e.g. gender, ethnicity, or age), could affect recovery 
differently depending on the region or context [2]. Rather than treating these relationships as universal, 
weighting of these obstacles in relation to recovery should be treated differently for each context when 
quantifying the PRN metric. 

2.1. Quantification of need vs. resilience 

In our conceptual definition, those households with the greatest need are those that do not reach full recovery 
within a period of interest (Figures 1b and 1c). Since Persistent Recovery Need is definitively tied to the 
ability to recover, we quantify the PRN metric in a manner that explicitly ties household obstacles, x, to a 
recovery outcome, y. We, therefore, combine these multiple household obstacles by developing weights for 
each obstacle through a regression function that relates y to x.  

There are three main differences between this quantification method may seem similar to the 
standard method of developing an indicator to quantify resilience—or vulnerability. 

1. Aggregation method. Many indicators use aggregation methods to combine the factors of 
resilience, x, such as the weighted average, principal component analysis, k-means analysis, or 
expert weighting [11], [12], [17]–[19]. These aggregation methods result in a composite indicator 
that groups factors based on their similarity to each other, rather than their relationship to recovery. 
Instead, we define weights for each factor, x, by developing a function that relates each variable to a 
household recovery outcome, y. Another study that explicitly develops a function between the 
factors of resilience and recovery was created after the 2014 Napa earthquake—a more affluent 
context than many low- and middle-income countries around the world [20]. We describe our 
specific choice of function to relate recovery to obstacles to recovery in Section 4.3. 

2. Proxies for x, the obstacles to recovery. Factors that promote or obstruct recovery are not always 
available at a detailed household level. Furthermore, the importance of each factor can vary from 
place to place. Typical resilience indicators select factors based on conceptual frameworks built on 
theory or prior empirical studies and then represent these factors using census data that is aggregated 
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to some administrative boundary (e.g. block-level, ward, district) [4], [19]. A few resilience 
indicators have been built using raster data [21], [22]. Using low-resolution data as proxies for these 
factors leads to a low-resolution quantification of resilience. Conversely, we identify the important 
obstacles to recovery for the PRN metric through a context-specific survey. We then represent these 
obstacles with a combination of census and remotely-sensed variables to disaggregate need to a 
higher resolution than an administrative boundary level.  

3. Choice of y, the recovery outcome. A small subset of resilience indicators use metrics of recovery 
for validation [23], [24]. These recovery metrics tend to focus on objective physical indicators of 
reconstruction, defined by researchers or engineers. In this study, we define a recovery outcome that 
is based on the homeowner’s self-evaluation of their recovery—a satisfactory metric for the nuanced 
definition of recovery since objective reconstruction rates may not accurately reflect recovery quality 
or housing adequacy [3], [6]. Alternatively, the demonstrated framework for developing the PRN 
metric can also be applied using other recovery outcomes, such as return to permanent housing. 

Through these three main differences in our method to quantify PRN, we develop a metric of impact that 1) 
explicitly predicts a recovery outcome of interest, 2) uses high-resolution spatial proxies of the obstacles to 
recovery and 3) defines context-specific relationships between the recovery outcome and those proxies. 

3. The structure of recovery after the 2015 Nepal earthquake 

The 2015 Nepal earthquake is a fitting case study to develop the PRN metric because the structure of the 
recovery aid process led to owner-driven reconstruction and there was ample data collection after the event. 

The April 25, 2015 earthquake triggered a Post-Disaster Needs Assessment (PDNA) which was 
completed exactly two months after the event [25]. The PDNA reported the total damages and losses to the 
housing sector (plus other sectors) then described the needs for recovery. This PDNA ultimately led to a 
commitment of $4 billion by the international donor community and the subsequent development of the 
Earthquake Housing Recovery Project (EHRP)—an owner-driven retrofit and reconstruction program aimed 
at mobilizing a portion of this aid to homes in the 11 most affected districts outside of Kathmandu Valley 
[26]. To identify beneficiaries to receive a grant for reconstruction, the Government of Nepal collected 
information on households impact for over 700,000 buildings. Nepal’s National Reconstruction Authority 
(NRA) structured the grant to provide NPR 300,000 (~USD3000) for reconstruction of heavily damaged 
houses (damage grades 3-5 under the European Macroseismic Scale) and NPR 100,000 (~USD1000) for 
retrofit of lower damaged homes (damage grades 2-3) [27]. Since the structure of the reconstruction grant 
was consistent across these 11 districts, and households were empowered to organize their own 
reconstruction, the different household trajectories of recovery are not attributable to the amount of aid 
received. Rather, a household’s recovery trajectory depends on other obstacles to recovery, allowing us to 
develop recovery models within each tier for the grant disbursement.  

4. A geospatial model to predict Post Disaster Need 

We develop a function to spatially predict PRN in the weeks following a future disaster. To develop this 
function, we use a field metric of recovery that we surveyed on the ground four years after the earthquake 
and a suite of spatial proxies for the obstacles to recovery that were available in Nepal in 2015. 

4.1 Survey on household recovery, impact, and pre-existing characteristics 

We conducted a household survey (N=815) four years after the 2015 earthquake to assess metrics of long-
term recovery, immediate impact, and pre-existing factors. Given that the EHRP aid program was structured 
to last five years, four years (t = 4) allows for a sufficient amount of time to identify households that have 
persistent recovery needs [26]. 

The purpose of this survey is to define those household factors and impacts that are obstacles to 
multiple aspects of recovery, including household reconstruction, and should be identified either before or 
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immediately after an event. Questions covered dimensions of well-being including housing, savings, health, 
nutrition, and education, among others. This paper does not focus in-depth on these specific empirical 
relationships between recovery, impact, and pre-existing characteristics found from the entire survey, but we 
supplement our discussion of the modeling results with those findings. 

Field researchers conducted the survey for those 11 rural districts classified in the PDNA as severely 
impacted after the earthquake and were eligible for the reconstruction grant. We used a multistage cluster 
sampling design that kept logistics feasible while providing representative distributions of poverty rates, 
damage level, accessibility, and shaking intensity. We sampled nine village development communities 
(VDC), then three wards within each VDC. In each ward we mapped all houses then randomly selected one. 
Field researchers interviewed that household and its surrounding nearest neighbors. This sampling strategy 
resulted in a spatially distributed field dataset over all 11 rural districts, with individual locations clustered 
within a village, as shown in green in Figure 3. 

We illustrate the development of the PRN metric by using responses to one of the recovery outcomes 
we surveyed respondents about: reconstruction progress. Each participant answered on a combined verbal 
and numerical scale of how close they felt to finishing the reconstruction of their house. Rather than an 
objective measurement of reconstruction, each respondent was able to self-assess their recovery progress. A 
subjective measure of reconstruction completion is a reasonable metric for the very nuanced definition of 
recovery since each homeowner can self-define their personal progress—especially since the use of objective 
measures of reconstruction progress, such as number of homes rebuilt, has obscured negative aspects that 
coincide with quick progress [3]. 

The rates of finishing reconstruction from our survey are higher for high damaged buildings than low 
damaged buildings. This may arise from lack awareness of the NRA support for retrofitting, the difficulty of 
retrofitting versus reconstructing [28], [29], and/or the necessity to complete reconstruction in cases where 
the previous home was uninhabitable. We therefore reduce our dataset to only those households that were 
severely damaged or collapsed (damage grade 4 or 5, N = 426).  

4.2 Spatial proxies for the obstacles to recovery 

The model to predict PRN requires data that could be openly available and accessible in the weeks after an 
earthquake. This includes census data, which is typically aggregated to some administrative unit, and raster 
data available at the pixel-level. The choice of spatial proxies to include in the model for PRN depends not 
only on its likely availability after a disaster, but also its spatial resolution, temporal resolution, and the 
reliability of any underlying methods to develop the proxy. Ideally, these proxies would also relate to 
important obstacles to recovery that we identify from our survey. 

    

(a) Remoteness from 
Construction Market 

(b) Percentage of pop. over 
6o years old 

(c) Percentage of pop. 
under 5 years old 

(d) Percentage of 
households without toilet 

Figure 2. Examples of spatial proxies for the obstacles to recovery, x. The three proxies shown here are the 
most influential for predicting Persistent Recovery Need. All other considered proxies, and their sources, are 
included in the appendix. 

With the above constraints, we collected a suite of 38 potential spatial proxies to use as independent 
variables, x, for predicting nonrecovery. We show the four most important spatial proxies for prediction in 
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Figure 2. The full list of considered spatial proxies are in the appendix. To use these spatial proxies for 
prediction, we overlay each spatial proxy with the survey dataset. We also resample each spatial dataset to be 
the same resolution of about 290m by 290m. 

4.3 Training the model 

We develop a functional relationship between our reconstruction outcome and the suite of spatial proxies by 
training two different models to predict the probability of nonrecovery. In this case study, we want to predict 
the probability of a severely damaged or collapsed household not completing reconstruction within t = 4 
years, and therefore having the greatest persistent need. We turn the responses to the reconstruction progress 
question into a binary variable (1 = not reconstructed, 0 = reconstructed) to use as our recovery outcome, the 
dependent variable y. As a result, the model for PRN will predict the probability of being at the yellow point 
in Figures 1a and 1c, given that a household starts at the red point. We used stratified random sampling to 
develop a balanced training set with 81% of the dataset, which ensures that our training data is distributed 
among all surveyed municipalities and contains a similar balance of the two reconstruction outcomes as the 
original dataset. 

The choice of statistical model should allow for the prediction of probabilities of belonging to a 
certain class and indicate which variables are significant, and therefore, important to collect after a disaster. 
Here, we compare a linear and nonlinear method: 1) lasso regularized logistic regression and 2) probability 
random forest, respectively. These two models are sufficient for modeling after a disaster since both require 
little tuning of hyperparameters, handle multicollinearity, and provide a measure of variable importance or 
significance. Non-regularized logistic regression has previously been applied for relating resilience to 
reconstruction outcomes after the 2014 Napa earthquake [20]. Since we did not observe significant spatial 
correlation in the reconstruction outcome, we did not consider any spatial regression methods, although 
others have used Bayesian geostatistical models for similar purposes [30]–[32]. 

A common method to predict class probabilities is through logistic regression. With logistic 
regression, we predict the conditional probability that a reconstruction outcome, 𝑌 = 𝑦ଵ, given that the input 
proxies for the obstacles to recovery, 𝑋 = 𝑥.  To ensure that probabilities lie between 0 and 1, we apply the 
log-odds transformation to the dependent reconstruction outcome and set equal to a linear combination of the 
independent spatial proxy variables, as shown in Eq. (1). 

𝑙𝑜𝑔 ൬
𝑃(𝑌 = 𝑦ଵ|𝑋 = 𝑥)

1 − 𝑃(𝑌 = 𝑦ଵ|𝑋 = 𝑥)
൰  =  𝛽 + 𝛽்𝑥 

(1) 

in the case of two class probability estimation. To solve for 𝛽, we minimize the negative log likelihood, 

𝐿 =  −𝑙𝑜𝑔 ቌ ෑ 𝑝(𝑌 = 𝑦ଵ|𝑋 = 𝑥 ) ෑ ൫1 − 𝑝(𝑌 = 𝑦ଶ |𝑋 = 𝑥)൯

:ೕୀ௬మ: ୀ௬భ

ቍ 

(2) 

or the product of the probabilities in Eq. (1). Logistic regression, however, can be affected by 
multicollinearity in the independent variables, so we first apply the lasso shrinkage method for variable 
selection. The lasso shrinkage method adds a penalty term, 𝜆, to the function in Eq. (2) to shrink the 
coefficients on the independent variables that contribute least to the negative log likelihood to exactly zero 
[33]: 

𝐿 + 𝜆 ∑|𝛽|. (3) 

 

Once the coefficients for a certain set of variables are shrunken to zero, we then refit the logistic regression 
with the remaining variables, estimating the final coefficients for the selected variables without shrinkage. 
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Here, we use the R package glmnet for the initial variable selection using lasso regularization [34]. 
We use a five-fold cross-validation to select 𝜆, choosing the value one standard error away from that which 
provides the minimum area under the receiver operating characteristic (ROC) curve to prevent overfitting 
[35], [36]. We then refit a logistic regression using only the selected variables. 

An alternative method to predict class probabilities is with random forest—an ensemble statistical 
learning method which averages the results of a large number of individual, decorrelated decision trees. First 
proposed for regression and classification, they have been extended to predict conditional probabilities of 
belonging to a class given a set of input variables [37]–[40]. Probability random forest are attractive for 
predicting need, because they can handle multiple types of input variables; allow for nonlinear relationships 
between the dependent and independent variables; and do not force probabilities to reach 0 and 1.  

     Here, we use the ranger package in R to fit the probability random forest to predict the 
conditional probability of each house belonging to a grid given the set of spatial proxies. Here, the 
probability of an observation falling into one class is the estimated proportion of that class averaged over all 
decision trees [38]. We employ a grid search using five-fold cross-validation to fit hyperparameters for the 
minimum node size in each tree and the number of variables available for splitting at each tree.  

5. A rapid map of Persistent Recovery Need 

With the spatial proxies that are comprehensively available, we can use our two trained models to predict 
Persistent Recovery Need at all locations in our area of interest to understand the benefits of each model. 
Figure 3 shows predicted probabilities of every household within a grid not completing reconstruction four 
years after the earthquake.  

  

(a) Probability random forest (selected model) (b) Lasso regularized logistic regression 

Figure 3. Prediction of Persistent Recovery Need using two alternative models. Areas in yellow have high 
need, or high probability of not reaching full recovery. The probability random forest model was chosen for 
the final prediction because of higher area under the curve during the training process. 

The two maps of predicted need exemplify the differences in the outcome based on the choice of 
functional relationship between recovery outcome and spatial proxies. We selected the best model to use 
during the training step by comparing the area under the ROC curve from the five-fold cross-validations used 
for parameter tuning. Here, the probability random forest results in the greater area under the curve during 
training. This may arise from a more nonlinear relationship between spatial proxies and reconstruction and/or 
from possible underfitting by the logistic regression model. The random forest model also does not ensure 
probabilities of 0 and 1—values that would be highly unlikely to be predicted with such certainty in the 
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immediate aftermath of a disaster—but predictions could be limited if the training data does not include 
samples over the full distribution of each covariate. For this application, we select the random forest model 
for prediction and interpretation. 

5.2 Variable interpretation  

The spatial trend of the PRN metric reflects the spatial proxies that are most important for prediction. The 
probability random forest model provides a variable importance measure that ranks each spatial proxy in 
terms of their contribution to the prediction performance of PRN. In this model, we use the corrected 
impurity importance measure—the sum of the total decrease in impurity of all nodes in the forest, 
normalized by the number of trees, and corrected for bias[33]. The most important variables for the 
prediction of nonrecovery are 1) remoteness from the construction market, 2) percentage of elderly 
population, 3) percentage of children under 5, and 4) percentage of households without a toilet (Figure 4a).  

While the prediction of PRN does not indicate a causal relationship between spatial proxies and 
nonrecovery, reasons for evident spatial trends are supported by empirical analysis of our survey and similar 
findings in the literature. In the random forest prediction, surprisingly, areas closer to reconstruction markets 
are less likely to have completed reconstruction. Our survey, as well as other studies of reconstruction in 
Nepal [5] corroborate this finding—indicating that areas further away from construction markets have 
chosen to rebuild their homes using local materials and have finished reconstruction sooner than those who 
must save up to buy materials. 

 

  

(a)Variable importance (b) ROC curves 

Figure 4. Model outputs and validation for the random forest prediction of need. The variable importance (a) 
shows the most important spatial proxies for predicting need and the ROC curve (b) shows that the random 
forest has greater prediction accuracy than alternative methods. 

5.3. Validity and utility 

To understand the prediction performance of the random forest prediction of need, we can calculate the area 
under the ROC curve for predictions made on the test set. The area under the curve is highest for the random 
forest at 0.84, compared to 0.81 for the logistic regression, 0.60 for randomly generated probabilities, and 0.5 
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for predicting only nonrecovery at all locations. The ROC curve shown in Figure 4b can be further used to 
identify thresholds for classification of nonrecovered and recovered. 

The maps shown in Figure 3 provide insight on the benefits of each model type, which use spatial proxy data 
from 2015. To map this metric after a future disaster in Nepal, we would use the developed functional 
relationship from the tuned random forest model shown here to predict the probability of non-recovery with 
spatial proxy data from the year of the disaster. Using these predicted probabilities, a national government, 
planning agency, or other stakeholders could use this spatial estimation of need alongside other impact 
metrics, such as regional damage, to focus on those areas at risk of persistent recovery need.  

 

5. Conclusion 

Maps of Persistent Recovery Need reflect and acknowledge the need for more holistic rapid metrics of 
impact, in addition to and beyond building damage, that support early plans to address households’ 
differential needs for recovery. The proposed PRN framework here is novel in that it 

1) predicts a forward-looking metric of persistent recovery need rather than immediate damage; 
2) uses readily available and spatially explicit proxies for obstacles to recovery to allow for higher-

resolution mapping; 
3) and is applicable to other recovery outcomes of interest. 

Here, we demonstrate the development of the Persistent Recovery Need (PRN) metric by using 
housing reconstruction from the 2015 Nepal earthquake as a case study. We developed a survey to assess this 
reconstruction outcome, among others, for 815 distributed households through the most affected rural 
districts of Nepal. We then compared the performance of two models to functionally relate housing 
reconstruction to spatial proxies for obstacles to recovery, including the probability random forest model and 
a lasso regularized logistic regression. The probability random forest outperformed the logistic regression in 
both the training and test sets, potentially due to a more nonlinear relationship. This model provides a 
measure of variable importance which can be interpreted and also used to understand which datasets are 
most important to collect after a disaster. 

This framework for mapping a human-centric impact metric should be developed further for other 
regions and recovery outcomes. Plausibly, the relationships between reconstruction progress and spatial 
proxies may be similar in other rural areas in Nepal and possibly in other similar contexts elsewhere. Further 
study of spatially distributed data on disaster impacts and housing recovery would help to test the broad 
applicability of the relationships found in this study. To enable this further development, spatially distributed 
data on impacts and multiple recovery outcomes of interest (i.e. housing reconstruction, displacement, 
livelihoods sufficiency) should be collected after a future disaster to develop similar functions for that 
region.  
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8. Appendix 

Proxy variable name Description Source 

Av_HH_Size Average Household Size per VDC 2011 Nepal Census 

dem_cgiar Digital elevation model CGIAR 

edu_sec9.10_plus Percentage of pop. with education greater than grade 
9&19 

2011 Nepal Census 

evaptot_ici Total evaporation ICIMOD 

EVI_mod Enhanced vegetation index MODIS 

EVI_buff Enhanced vegetation index with a buffer Self-developed 

Healthfacdel_dhs Percentage of births delivered at a health facility DHS 

Lang_other Percent of population that speaks a language other 
than Nepali 

2011 Nepal Census 

Menlit_dhs Male literacy rates DHS 

MMI_usgs Modified Mercalli intensity shaking intensity USGS 

NDVI_mod Normalized difference vegetation index MODIS 

NDVI_buff Normalized difference vegetation index with a buffer Self-developed 

No_toilet Percentage of population without a toilet 2011 Nepal census 

Ntlt_rad_bin Binary nightlight radiance  

Pop_00.04 Percentage of population under 5 2011 Nepal census 

Pop_05.14 Percentage of population between 5-15 2011 Nepal census 

Pop_15.25 Percentage of population between 15-25 2011 Nepal census 

Pop_25.60 Percentage of population between 25-60 2011 Nepal census 

Pop_60plus Percentage of population over 60 2011 Nepal census 
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Popn_2015_wp Population density 2015 Worldpop 

Prec_ici Precipitation in April 2015 ICIMOD 

Pregnancies_wp Number of pregnancies Worldpop 

RC_wall Percentage of households with reinforced concrete 
wall 

2011 Nepal census 

Remote_avg Average remoteness World Bank 

Remote_n1hr Number of facilities within 1 hour World Bank 

remoteDHQ Remoteness from district headquarter World Bank 

remoteHealthF Remoteness from a health facility World Bank 

remoteHRRPmrkt Remoteness from HRRP defined construction market World Bank 

Sex_Ratio Sex Ratio 2011 Nepal census 

Slopedeg Slope in degrees Self-developed 

Soilm_ici Soil moisture in April 2015 ICIMOD 

Stunt_dhs Stunting DHS 

Tap_Water Percentage of households whose main drinking supply 
is from the tap 

2011 Nepal census 

Tempavg_ici Average April temperature ICIMOD 

Tot_lit_rate Total literacy rate 2011 Nepal census 

Urm_wall Percentage of households with unreinforced masonry 
wall 

2011 Nepal census 

Womlit_dhs Women’s literacy rate DHS 

Wood_Wall Percentage of households with timber wall 2011 Nepal census 

 


